Modeling of microwave magnetic envelope solitons in thin ferrite films through the nonlinear Schrödinger equation

Hong Yan Zhang, Pavel Kabos, Hua Xia, Reinhold A. Staudinger, Pavel A. Kolodin, and Carl E. Patton

Department of Physics, Colorado State University, Fort Collins, Colorado 80523

(Received 11 May 1998; accepted for publication 7 July 1998)

A theoretical analysis of microwave magnetic envelope soliton profiles and the soliton peak power response for high power magnetostatic wave (MSW) excitations in yttrium iron garnet (YIG) thin films has been made. This analysis was based on the standard nonlinear Schrödinger equation with all key parameters based on experiment. The measurements were done for magnetostatic backward volume waves in a 10.2 μm YIG film, with a band edge at 5.06–5.07 GHz and operating point frequencies from 4.80 to 5.00 GHz. The use of accurate dispersion and group velocity parameters and the transmitted power versus frequency response of the MSW signal was critical. It was possible to accurately model both the shapes of the soliton pulses and the peak output versus peak input power response over a wide range of power levels. © 1998 American Institute of Physics.

I. INTRODUCTION

By far the largest effort concerning solitons has been in the area of nonlinear optics.1 In the last decade or so, however, the availability of high-quality, narrow linewidth single-crystal thin films of yttrium iron garnet (YIG) for microwave signal-processing applications, as well as advanced instrumentation for microwave pulse generation, detection, and analysis, has led to a growing interest in microwave magnetic envelope (MME) solitons.2–17 Such MME solitons have been observed in YIG films with various surface pinning condition and magnetized in different magnetic field configurations.

The analysis of soliton properties is often done through various nonlinear differential equations. An excellent review of these approaches is provided by Hasegawa.1 The equation of choice for the analysis of envelope solitons is the so-called nonlinear Schrödinger (NLS) equation.18 The NLS equation has been used to model a wide variety of MME soliton properties. These include soliton profiles and decay,9 phase properties of dark solitons,10,17 profile shapes and peak power response,11 energy decay,15 and power thresholds for the formation of solitons of different order.14,16 The modeling results on decay and phase are in reasonable agreement with experiment. However, up to now, the pulse profiles and peak power response curves obtained from the NLS modeling have not matched the results of the experiments.11

The objective of this work was to perform a critical study of MME soliton profiles and the soliton peak power response based on the NLS equation and with all relevant parameters tied directly to experiment. The NME pulse propagation parameters were determined from transmission loss versus frequency and propagation time measurements at low power levels. The simulations were based on the NLS equation and a Fourier analysis procedure to account for frequency cutoff effects associated with the magnetostatic wave (MSW) band edge. It was possible to obtain theoretical pulse profiles and power response curves which were in good agreement with experiment. The use of (i) accurate dispersion and pulse velocity parameters and (ii) filtering to account for the frequency response of the MSW transmission was critical to these good fits.

Section II presents the details of the measurement techniques and experimental results for both low and high power. Section III introduces the basic NLS model to describe MME soliton propagation and describes the effect of parameter variations and band edge effects on calculated peak power response curves and pulse profiles. Section IV presents comparisons of computed power response curves and pulse profiles with experiment.

II. THE EXPERIMENT

The setup for the generation and detection of MSW signals is shown in Fig. 1. The microwave source provides input cw or pulse power to the input antenna at point A. The YIG film strip is magnetized by an in-plane static magnetic field along the propagation direction. This configuration corresponds to the magnetostatic backward volume wave (MS-BVV) configuration. The output antenna signal at B is then detected and analyzed. The YIG film strip and the two antennas shown in Fig. 1 will be denoted as the YIG film transducer structure.

The details of the microwave and signal analysis electronics are given in Ref. 15. The cw experiments at low power utilized a standard microwave synthesizer as the signal source. For the high power pulse experiments, the synthesizer signal was fed to a high speed microwave switch and a microwave amplifier. The output signals in the cw experi-
ments were analyzed with an HP 8510C Network Analyzer. For the pulse experiments, the input pulse width was 13 ns for all of the results given below, and the propagated signal at the output transducer was detected and analyzed with an HP 71500A microwave transition analyzer (MTA).

The YIG film transducer structure consisted of two 50 μm wide microstrip transducers across a long and narrow 1.5 mm×20 mm YIG film strip. For all of the data and modeling results shown below, the transducer separation was held fixed at 4 mm. The 10.2 μm thick single-crystal (111) YIG film was grown by standard liquid phase epitaxy techniques on gadolinium galium garnet. The film was provided by Dr. J. Douglas Adam, Northrop Grumman, Inc. The film was magnetized by an external static magnetic field of 1187 Oe.

The magnetic properties of the YIG film, in combination with the MSBVW configuration and the static magnetic field chosen for the experiment, determine various parameters which will be critical for the measurements and the analysis to follow. The saturation induction $4πM_s$ of the YIG material will be taken at the nominal literature value of 1750 G. The absolute value of the gyromagnetic ratio, denoted as $γ$, is taken at the free electron value of $1.76×10^6$ rad/Oe s or, in practical units, 2.8 GHz/kOe. The microwave loss of the YIG film is characterized by a measured ferromagnetic resonance (FMR) half power linewidth of 0.9 Oe at 5 GHz.

Representative data on the MSBVW cw signal transmission loss versus frequency are given in Fig. 2. The cw input power was about 1 mW. The film parameters and experimental conditions are the same as given above. These data show two important features. First, there is a sharp cutoff at a high-frequency band edge around 5.06–5.07 GHz. Second, the transmission curve over the frequency interval from about 4.85 to 5.05 GHz is relatively flat. This plateau region will be used for the pulse measurements at different frequencies to be considered shortly. The situation here is similar to the conditions for the MSBVW soliton experiments of Ref. 11 for a 7.2 μm thick films. The transmission loss versus frequency results in Fig. 2 will also be used to filter the Fourier transform of calculated MME pulse profiles in Sec. III.

Based on the transmission loss versus frequency profile in Fig. 2, pulse measurements at low and high power were made over the plateau region from about 4.80 to 5.05 GHz. The evolution of the pulse shape with frequency, for a fixed input pulse width and relatively low input power levels, demonstrated the effect of a frequency-dependent dispersion on these shapes. From further measurements of delay time versus frequency at low power, values of the group velocity and dispersion coefficient as a function of frequency could be determined. These parameters and, in particular, their variations with frequency, will be important for the NLS equation based modeling to be considered in Secs. III and IV. The high power measurements over the plateau region consisted of (i) output profiles and (ii) peak output power versus peak input power response curves. Section IV will present computed profiles and response curves for direct comparison with these data.

Some representative output profile data for an input pulse width of 13 ns and an input peak power of 150 mW are shown in Fig. 3. The operating point frequencies ranged from 4.85 GHz for the bottom graph to 5.05 GHz for the top graph.
The data in Fig. 3 and Fig. 4 are representative of the pulse shape and velocity frequency dependences for power levels below those for which soliton considerations become important. The results, however, have important consequences for MME soliton experiments and the modeling of these experiments. The key effect has to do with dispersion. The velocity value for a given point in Fig. 4 corresponds to the low power group velocity \( v_g \) for the measured pulse. The measured slope of the velocity versus frequency response, in combination with \( v_g \), may be used to determine the dispersion. The fact that this slope is an increasing function of frequency indicates that the dispersion is also increasing with frequency.

Now turn to the analysis of the Fig. 4 data to obtain the applicable dispersion parameters for the experiment and the modeling to follow. The group velocity for an MME wave packet is defined by

\[
v_g = \left. \frac{\partial \omega}{\partial k} \right|_o ,
\]

where \( \omega \) and \( k \) are the carrier angular frequency and wave number of the packet, respectively. The units of \( \omega \) and \( k \) are rad/s and rad/cm, respectively. The ''o'' indicates that the derivative expression for \( v_g \) is to be evaluated at some specified operating point frequency and wave number on the dispersion curve for the plane wave excitation of interest.

The dispersion is usually defined in terms of the change of the group velocity with respect to wave number and expressed through a dispersion coefficient \( D \):

\[
D = \frac{\partial^2 \omega}{\partial k^2} |_o .
\]

In order to obtain values of \( D \) as a function of frequency from the data of Fig. 4, it is convenient to rewrite Eq. (2) in the form

\[
D = \frac{\partial}{\partial k} \left( \frac{\partial \omega}{\partial k} \right) = \frac{\partial}{\partial k} \left( \frac{\partial \omega}{\partial \omega} \right) = v_g \frac{\partial v_g}{\partial \omega} .
\]

The ''o'' nomenclature has been left out of Eq. (3), but the same considerations apply. Based on Eq. (3), the velocity points on the solid curve in Fig. 4 and the slope of the curve at these points may be used to obtain \( D \) as a function of frequency. A practical form of Eq. (3) was used to analyze the data:

\[
D(\text{cm}^2/\text{rad s}) = \frac{10^{-9}}{2\pi} [ v_g(\text{cm/s}) ] \left[ \frac{\Delta v_g(\text{cm/s})}{\Delta f(\text{GHz})} \right] .
\]

The \( \Delta v_g \) and \( \Delta f \) in Eq. (4) denote increments in velocity and frequency, respectively, based on the slope of the solid curve in Fig. 4 at the frequency of interest.

Table I lists values of the group velocity \( v_g \) and the dispersion parameter \( D \) obtained from the solid curve in Fig. 4 and Eq. (4) for four frequencies, 4.83, 4.90, 4.96, and 5.00 GHz. The results show the effects noted above. These is a modest increase in the group velocity with frequency. Most important, however, is the rather large change in the disper-
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**Figure 4**

Velocity as a function of frequency for low power MSBVW pulses formed from 13 ns wide input pulses with a peak power of 150 mW. The data shown are based on propagation time measurements.
sion parameter with frequency. Note that $D$ changes by almost a factor of 2 from 4.90 to 5.00 GHz. The changes in $\nu_g$ and $D$ with frequency will have an important effect on computed soliton properties to be considered in the next section.

Now that the basic experimental procedures have been established, and the effect of operating point frequency on pulse shape, group velocity, and dispersion has been determined, the remainder of this section will consider actual data on pulse profiles and output pulse peak power versus input pulse peak power response. Data are presented below for the frequencies in the three right most columns in Table I and marked by the vertical dashed lines in Fig. 4, 4.90, 4.96, and 5.00 GHz. These frequencies were selected in order to (i) examine the effect of $D$ on the soliton response properties and (ii) examine the effect, if any, of a carrier frequency close to the band edge. Note that 5.00 GHz is 60–70 MHz from the MSBVW band edge. This is the same order as the width in the frequency spectrum for the 13 ns wide input pulse used to obtain the results in Fig. 3.

Some representative profile data for 4.90 GHz are shown in Fig. 5 for input pulse peak power levels from 5 to 307 mW. Other experimental parameters were the same as for Fig. 3. Power versus time profiles for both the input and output pulses are given for four increasing values of the peak input power, as indicated. For better resolution, the profiles for the 5 mW input peak power are expanded by a factor of 20. The output power profiles here are similar to previously published data. Figure 5 shows that the output profiles steepen and narrow as the power is increased. In addition, the profile at the highest power shows multiple peaks indicative of higher order soliton behavior.

The output profile results for the other frequencies were qualitatively similar but with some important and subtle differences. At the near band edge frequency of 5.00 GHz, for example, the profiles did not show as much steepening and narrowing as evident in Fig. 5, and the development of multiple peaks was suppressed. These output profile data will be revisited in Sec. IV and compared with results from modeling based on the NLS equation.

Now turn to the results on the output pulse peak power versus input pulse peak power response. Figure 6 shows representative data for the three frequencies noted above and as indicated. The input pulse peak power and the output pulse peak power are denoted as $P_{\text{in}}$ and $P_{\text{out}}$, respectively. Other experimental parameters were the same as for Fig. 5. The inset curves show the same data separately in order to make clear the differences in shapes for the three responses. The solid lines through the data points are intended as a guide to the eye only. They do not represent theoretical results.

The main effects of the change in frequency on the power response profiles in Fig. 6 are evident from the upward and outward shift in the maximum $P_{\text{out}}$ response as the frequency is increased from curve 1 to curve 2 to curve 3. Besides these changes, there are also differences in the shapes of the curves which can be more clearly seen from the insets. For curve 1, the onset of the initial nonlinear response takes place close to $P_{\text{in}} = 100$ mW. For curve 2, the nonlinear response is not as pronounced as for curve 1. The onset of the nonlinear behavior is close to $P_{\text{in}} = 200$ mW, but is barely discernable in the Fig. 6 inset. Curve 3 shows no clear nonlinear response onset at all, and the drop in $P_{\text{out}}$ above 400–500 mW is much less pronounced.

As will be evident in Sec. IV, all of these changes are related to the changes in velocity and dispersion with frequency, and cutoff effects related to the approach to the band

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>$\nu_g$ (cm/s)</th>
<th>$D$ (cm$^2$/rad s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.83</td>
<td>$3.78 \times 10^6$</td>
<td>1055</td>
</tr>
<tr>
<td>4.90</td>
<td>$3.94 \times 10^6$</td>
<td>2656</td>
</tr>
<tr>
<td>4.96</td>
<td>$4.23 \times 10^6$</td>
<td>3735</td>
</tr>
<tr>
<td>5.00</td>
<td>$4.48 \times 10^6$</td>
<td>4708</td>
</tr>
</tbody>
</table>

FIG. 5. Input and output power vs time for different input pulse peak power values, as indicated. The signal carrier frequency was 4.9 GHz. The traces for the 5 mW input power graph are shown on an expanded vertical scale by a factor of 20.

FIG. 6. Output pulse peak power $P_{\text{out}}$ vs input pulse peak power $P_{\text{in}}$ for three operating point frequencies, as indicated. The inset graphs show the three sets of data separately. The solid lines are a guide to the eye.
edge. As a rule, the increase in \( v_g \) with frequency causes the peak response to move to higher \( P_{\text{out}} \) values, the increase in \( D \) causes the peak position to shift to higher \( P_{\text{in}} \) values, and the frequency approach to the band edge tends to smooth out sharp features of the response.

### III. THE MODEL

The objective here is to model MME soliton profiles and the soliton peak power response based on the NLS equation, with the soliton parameters which go into the model obtained directly from experiment. Now that experimental values of \( v_g \) and \( D \) have been determined, and both experimental profiles and peak power response curves have been obtained, the NLS equation based modeling may be considered in more detail.

First, one uses the NLS equation with a reconstructed spatial input pulse to obtain time-dependent output pulse profiles. Second, the Fourier transforms of these output pulses are filtered according to the transmission loss versus frequency characteristic found experimentally in Fig. 2 and further reconstructed output pulse profiles are obtained for comparison with experiment.

The formulation given below follows the notation of Ref. 11. Consider an MSBVW wave packet with a propagation direction along the positive \( z \) axis and a dynamic magnetization response \( m(z,t) \) of the form

\[
m(z,t) = m_{\text{env}}(z,t) e^{-i(kz - \omega t)}.
\]

The \( z \) direction is along the long direction of the YIG strip shown in Fig. 1. The dynamic magnetization \( m(z,t) \), to lowest order, has only in-plane and out-of-plane components perpendicular to this \( z \) direction. As in Ref. 11, one may define a dimensionless, reduced, and complex scalar wave packet envelope function \( u(z,t) \) which is related to the dynamic magnetization envelope function \( m_{\text{env}}(z,t) \). Here, as Ref. 11, this connection will be written as

\[
m_{\text{env}}^{(\text{in})}(z,t) = u(z,t) M_s,
\]

where \( m_{\text{env}}^{(\text{in})}(z,t) \) is the wave packet envelope function associated with the in-plane component of the dynamic magnetization response. Under the conditions of the experiments of the previous section, the ratio \( m_{\text{env}}^{(\text{in})}/M_s \) is typically in the range of 1%–10%.

The standard procedure has been to model MME solitons through the one-dimensional nonlinear Schrödinger equation:

\[
i \left( \frac{\partial u}{\partial t} + v_g \frac{\partial u}{\partial z} + \eta u \right) + \frac{1}{2} D \frac{\partial^2 u}{\partial z^2} - N|u|^2 u = 0.
\]

The parameters and the notation are the same as in Ref. 11. The \( u \) parameter refers to complex \( u(z,t) \) envelope function defined above. The \( v_g \) and \( D \) parameters are the same as in Sec. II. The \( \eta \) parameter takes into account the effect of the dynamic magnetization amplitude. For the YIG film FMR linewidth of 0.9 Oe cited in Sec. II, the corresponding value of \( \eta \) is \( 7.9 \times 10^4 \) rad/s. The \( N \) parameter describes the frequency shift of the MSW excitation as the size of the dynamic magnetization amplitude is increased. The \( N \) parameter is usually defined according to

\[
N = \frac{\omega_0}{|\partial u|} |u|^2, \quad \text{where } \omega \text{ is the operating point carrier frequency from Sec. II and the derivative is evaluated at } |u|^2 = 0.
\]

The evaluation of \( N \) is considered in detail in Ref. 11. For the modeling results to be given below, \( N \) will be taken to be \( 6.85 \times 10^9 \) rad/s. This value follows from Eq. (9) of Ref. 10 for MSBVW excitations, the definition of \( u(z,t) \) given above, and the values of the static field and saturation induction given in Sec. II.

One important emphasis of the previous section was on the frequency dependences for the \( v_g \) and \( D \) parameters, and the important effect of these dependences on soliton properties. The \( \eta \) and \( N \) parameters, on the other hand, are not particularly sensitive to the small changes in frequency considered here. The \( \eta \) parameter, for example, scales linearly with frequency. On the scale of Fig. 4, the change in \( \eta \) would be about 4%. The \( N \) parameter is almost linear in frequency as well, up to 6 GHz or so, and the change in \( N \) over the frequencies in Fig. 4 or Table I is only about 3%. These small changes have no effect on the results.

Numerical methods were used to obtain evolved \( u(z,t) \) functions as a function of time for \( z \) values which correspond to the experimental propagation distance of 4 mm. The logistics of the computations with the NLS equation of Eq. (7) require the use of initial conditions in the form of a spatial pulse of the form \( u_0(z,0) \), rather than a temporal pulse as used in the experiments. This \( u_0(z,0) \) pulse was taken to have the form

\[
u_0(z,0) = \begin{cases} u_{\text{in}}, & |z| < v_g \Delta T_{\text{in}}/2, \\ 0, & |z| > v_g \Delta T_{\text{in}}/2. \end{cases}
\]

The \( \Delta T_{\text{in}} \) parameter corresponds to the 13 ns temporal input pulse width in the experiment. The corresponding width of the spatial pulse used for the modeling is \( \Delta Z_{\text{in}} = v_g \Delta T_{\text{in}} \). The \( u_{\text{in}} \) parameter denotes the amplitude of the input pulse.

Numerical simulations of MME pulse propagation were done based on Eq. (7), with rectangular input pulses of the form given in Eq. (8). The control parameters were the MME pulse group velocity \( v_g \), the dispersion \( D \), the damping parameter \( \eta \), and the nonlinear response parameter \( N \), as enumerated above, and the input pulse amplitude \( u_0 \). Simulations for different operating point frequencies were accomplished by changing \( v_g \) and \( D \) according to the values in Table I.

The input pulse amplitude \( u_0 \) was varied from some very low value around \( 10^{-3} \) to relatively high values of 0.10–0.15. Keep in mind that the \( u \) parameter is a measure of the ratio of the dynamic magnetization amplitude to the saturation magnetization \( M_s \). Values of \( u_{\text{in}} \) in the \( 10^{-3} \) range correspond to a very small dynamic response of about 0.1% of \( M_s \). Values of \( u_{\text{in}} \) in the 0.10 range correspond to a relatively large dynamic response of about 10% of \( M_s \). The nonlinear effects which lead to soliton properties generally take place when the dynamic magnetization is 1%–10% of \( M_s \). The range of \( u_{\text{in}} \) values used for the modeling, therefore, extends from small values well into the linear response regime up to large values which are well into the soliton regime.

The purpose of the simulations is to obtain modeling results for comparison with the experimental data given in
the previous section. These data consisted of (i) output pulse power versus time profiles as shown in Fig. 5 and (ii) output pulse peak power $P_{\text{out}}$ versus input pulse peak power $P_{\text{in}}$ measurements as shown in Fig. 6. For the simulations, the input pulse peak power would be proportional to $u_{\text{in}}^2$. Comparisons between experimental output pulse power versus time profiles and the simulations will require the examination of $|u(z_{T}, t)|^2$ vs time responses, where $z_{T}$ denotes the position of the output transducer relative to the input transducer. Comparisons between the experimental $P_{\text{out}}$ vs $P_{\text{in}}$ profiles and the simulations will require the examination of $u_{\text{out}}^2$ vs $u_{\text{in}}^2$, where $u_{\text{out}}$ corresponds to the maximum value of $|u(z_{T}, t)|$ from the output pulse profile analysis. The precise comparison of $u_{\text{out}}^2$ vs $u_{\text{in}}^2$ profiles with $P_{\text{out}}$ vs $P_{\text{in}}$ profiles, moreover, will require some kind of calibration between the experimental power $P_{\text{in}}$ and $u_{\text{in}}^2$ and between $P_{\text{out}}$ and $u_{\text{out}}^2$. Because of the connection between power $P$ and $u^2$, $u^2$ parameters will be termed “power amplitude.”

The numerical simulations were based on the Fourier split step method given in Ref. 21. This method is based on the separation or splitting of the NLS equation into two parts, one linear and one nonlinear. For a given $u_{0}(z, 0)$ initial profile, the linear part can be solved by discrete Fourier transform methods. The solution to the linear part of the NLS equation is then used as an initial condition to step forward the nonlinear part in time and obtain the solution at some time $t = \Delta t$, where $\Delta t$ is a time step parameter. This solution is then used as the starting point for the next complete cycle to obtain the spatial profile at $t = 2\Delta t$, and then at $t = 3\Delta t$, and so on.

In this way, the initial $u_{0}(z, 0)$ profile can be stepped forward in time to obtain a series of $u(z, n\Delta t)$ profiles, with $n = 1, 2, \ldots$, for a range of time $t = n\Delta t$ values which extend from $t = 0$ to times beyond the experimental arrival time of the pulse at the output transducer, $t = z_{T}/v_{g}$. The spatial step size $\Delta z$ must be chosen to avoid aliasing effects and to provide an accurate representation of the input signal. For the simulations done here, with a distance scale close to the 4 mm transducer separation and a mesh of 1000 points, $\Delta z$ is in the 0.004 mm range. The step time $\Delta t$ is chosen to be small enough to give good convergence and small enough to yield a manageable computation time on a standard personal computer. For the simulations done here, with a time scale of 100 ns or so and a mesh of 1024 time points, $\Delta t$ is in the range of 0.1 ns. This time step, in combination with the spatial step size $\Delta z$ indicated above, gave good convergence. Although not reported here, additional simulations were done based on finite difference19 and Ablowitz–Ladik20 methods. These results were in good agreement with the results based on the Fourier split step analysis outlined above.

The set of $u(z, n\Delta t)$ profiles were then processed in three steps. First, these functions of $z$ at fixed $t$ were used to construct a $u(z_{T}, t)$ profile as a function of $t$ at position $z = z_{T}$. Then, the $u(z_{T}, t)$ profile was Fourier transformed in the frequency domain to obtain a frequency profile $\mu_{\text{FT}}(z_{T}, \delta \omega)$, where $\delta \omega$ denotes the frequency shift from the operating point frequency $\omega$. Finally, the $\mu_{\text{FT}}(z_{T}, \delta \omega)$ response is adjusted to reflect the characteristic MSW frequency response transmission curve shown in Fig. 2 and the resulting $\mu_{\text{FT}}(z_{T}, \delta \omega)$ response is converted back to a modified $u(z_{T}, t)$. This filtering process takes the MSW frequency response characteristics into account in determining the final output pulse response obtained from the analysis. This filtering process will be implemented by normalizing the transmission curve of Fig. 2 to the maximum transmission at 5.00 GHz. This means that $\mu_{\text{FT}}(z_{T}, \delta \omega)$ frequency components below or above this point will have a reduced contribution to the reconstructed $u(z_{T}, t)$ profile after filtering.

As will be seen shortly, filtering will serve to reduce the size of $u_{\text{out}}^2$ by a factor of 2–3. Apart from this simple attenuation, filtering is found to affect the shape of the $u(z_{T}, t)$ response when the operating point frequency is close to the band edge, as for the 5.00 GHz case discussed above. The results to be presented shortly show that without filtering, the computed $u(z_{T}, t)$ response is artificially narrow and in poor agreement with experiment. With filtering, the computed profiles agree well with the measurements.

The main effect of these filtering corrections is to account for the MSBVW band edge cutoff at 5.06–5.07 GHz evident from Fig. 2. The filtering process essentially excludes those Fourier frequency components in the NLS generated profile which are above this cutoff from the final reconstructed profile. Use of the transmission loss versus frequency response in Fig. 2 also introduces some corrections due to the input and output transducer transfer functions, since the transmission loss curve takes all of these factors into account experimentally.

The above filtering procedure is strictly valid only for low power MSW pulses. It is used here to reconstruct the pulses obtained from the NLS modeling mainly to account for the band edge cutoff in a simple way. It is well known, however, that MSW dispersion curves, band edge positions, and the resulting shape and position of the transmission loss profile will, in general, change with power.21,22 Strictly speaking, this means that the transmission loss filtering algorithm should be power dependent, should be applied incrementally along the propagation path from input to output, and should include separate transducer transfer functions. Experimentally, however, only the overall transmission loss may be accessed. As will be evident from the results given below, the present approach yields model results which agree well with experiment.

The main motivation for the NLS analysis described above is to obtain model response curves for comparison with experiment. In closing this section, however, it will prove useful to examine some selected modeling results in their own right. These results will serve to demonstrate (i) the significant effect of dispersion on $u_{\text{out}}^2$ vs $u_{\text{in}}^2$ profiles and (ii) the importance of the transmission response filtering and cutoff on individual $|u(z_{T}, t)|^2$ power versus time profiles. The matter of calibration and comparison with experiment will be considered in the next section.

Figure 7 shows a series of calculated response curves of $u_{\text{out}}^2$ vs $u_{\text{in}}^2$ which demonstrate the effect of the dispersion parameter $D$ on the power response profile. The $D$ values for the curves range from 2000 to 5000 cm$^{-2}$/rad s, as indicated. The $v_{g}$ parameter was set at the experimental value shown in Table I for the 4.90 GHz operating point, $3.94 \times 10^{6}$ cm/s.
The $\eta$ and $N$ were assigned the values given above. The spatial width of the input pulse was set at $D = 0.5122$ mm, based on the experimental temporal input pulse width of 13 ns. The output pulse $|u(\tau, t)|^2$ response was constructed at $z_T = 4$ mm and $u_{out}$ was taken as the maximum value obtained for $|u(\tau, t)|^2$. These results were obtained with no filtering.

The effect of dispersion on the shape and size of the $u_{out}^2$ vs $u_{in}^2$ profile is clear from the curves shown in Fig. 7. For $D = 2000$ cm$^2$/rad s, the response $u_{out}^2$ is large and the value of $u_{in}^2$ at which the multisoliton downturn in $u_{out}^2$ occurs is high. As $D$ is increased from 2000 to 3000 cm$^2$/rad s, one finds a rapid drop in the size of the $u_{out}^2$ response. At the same time, the peak in $u_{out}^2$ becomes more accentuated and shifts to slightly lower values of $u_{in}^2$. As $D$ is increased further, the size of the response continues to decrease, albeit not so strongly. The peak in $u_{out}^2$ however, becomes less accentuated and begins to shift to slightly higher values of $u_{in}^2$. While it is not easily discernable from the low power or low $u_{in}^2$ region of the graph, the onset of the nonlinear response shifts from $u_{in}^2 \times 10^4 = 10$ for $D = 2000$ cm$^2$/rad s to $u_{in}^2 \times 10^4 = 20-30$ for $D = 5000$ cm$^2$/rad s. From the definition of the $u$ parameter, this means that the nonlinear onset moves from a peak input dynamic magnetization $|m|$ value of about 3%–4% of the saturation magnetization at $D = 2000$ cm$^2$/rad s to 4%–6% at $D = 5000$ cm$^2$/rad s.

The rapid change in the $u_{out}^2$ vs $u_{in}^2$ response with dispersion shown in Fig. 7 will have an important effect on the modeling results for the soliton data. This change, while somewhat surprising, is completely consistent with the expected effect of $D$ on MME wave packet properties and the nonlinear response associated with solitons. Dispersion, taken alone, causes MME wave packets to broaden and reduce in amplitude. The results in Fig. 7 show that this drop in amplitude occurs even in the presence of nonlinear effects. Keep in mind that soliton formation is usually associated with a steepening and narrowing of the output pulse shape.

The results in Fig. 7 show that an increase in $D$ causes a decrease in the steepening.

The increase in the value of $u_{in}^2$ for the onset of the nonlinear response as $D$ is increased also follows from basic soliton considerations. Considerations based in inverse scattering as well as more qualitative considerations of characteristic dispersion and nonlinear response times$^{10,20}$ show that this onset should scale as $\sqrt{D}$. The change in the onset $u_{in}^2$ value from 3%–4% to 4%–6% of dynamic magnetization $|m|$ value as ranges from 2000 to 5000 cm$^2$/rad s is qualitatively consistent with this scaling.

Figure 8 shows representative sets of results on calculated profiles of $|u(\tau, t)|^2$ power amplitude versus time. These profiles were constructed at $z_T = 4$ mm. Both of the curves were obtained for $D = 4708$ cm$^2$/rad s and $\nu_T = 4.48 \times 10^6$ cm/s, values corresponding to the 5.0 GHz operating point in Table I. The damping $\eta$, the nonlinear response parameter $N$, and the spatial width of the input pulse were the same as for the Fig. 7 computations. The input power amplitude was set at $u_{in}^2 \times 10^4 = 49$. The curves are shown in a normalized format to facilitate shape comparisons. Curve (a) shows the calculated power amplitude profile obtained if no filtering is applied to the response. Curve (b) shows the profile which is obtained if the transformed frequency spectrum of the curve (a) profile is filtered according to the transmission response of Fig. 2 and then converted back to power amplitude versus time. The unfiltered profile had a peak power amplitude given by $u_{out}^2 \times 10^4 = 16$, on the same order as expected from Fig. 7. The filtered profile had a smaller peak power amplitude, down by a factor of about 2.

The key point from Fig. 8 is that the unfiltered profile (a) is narrower than the filtered profile. This difference between the two curves relates to the band edge proximity effects discussed above. Recall that 5.00 GHz is close to the band edge at 5.06–5.07 GHz. Without filtering to take into account the frequency selective properties of the propagating MSBVW signals, one obtains an artifically narrow output profile response. When the MSBVW transmission response
The artificial narrowing for calculated MME output profiles occurs when (i) the operating point is close to the MSW band edge, (ii) the MME pulses have a small temporal width and, hence, a wide frequency power, and (iii) there is no filtering process based on the MSW transmission frequency response. These filtering effects have not been previously considered in the evaluation of MME pulse propagation responses through the NLS equation. As Fig. 8 shows, these effects can be very important. They are especially important for solitons because of the steepening and narrowing of the pulse profiles which accompanies soliton formation. The narrower the pulse, the wider the frequency power spectrum, and the more important the filtering through the MSW transmission response. For operating points well away from a band edge, these effects are not as critical.

IV. THE MODELING OF SOLITON DATA

The key to a meaningful comparison of theory with experiment is in the calibration between the measured peak powers $P_{in}$ and $P_{out}$ and the computed peak power amplitude parameters $u_{in}^2$ and $u_{out}^2$. Once these calibrations are established, one can make direct comparisons between peak power response curves of the sort shown in Figs. 6 and 7. Based on these calibrations, one can also compare computed $|u(z_T, t)|^2$ profiles with measured pulse profiles of the sort shown in Figs. 3 and 5. For the present purposes, a simple and direct calibration procedure was adopted. In this procedure, it is assumed that the $P_{in}$ and $P_{out}$ values at the peaks evident from the $P_{out}$ vs $P_{in}$ data correspond, respectively, to the $u_{in}^2$ and $u_{out}^2$ values at the peaks evident from the computed $u_{out}^2$ vs $u_{in}^2$ response curves.

Input and output calibration factors, taken as $C_{in}$ and $C_{out}$, are defined as the ratios of the peak powers and the corresponding peak power amplitudes according to

$$C_{in} = \frac{P_{in}}{u_{in}^2 \times 10^4_{\text{max}}} \quad (9)$$

and

$$C_{out} = \frac{P_{out}}{u_{out}^2 \times 10^4_{\text{max}}} \quad (10)$$

The ‘‘max’’ indicates that these factors are evaluated at the maximum $P_{out}$ and $u_{out}^2$ positions for the measured and computed response curves, respectively.

The results from Secs. II and III may be used establish rough values for $C_{in}$ and $C_{out}$ applicable to the current measurements and modeling. Consider, for example, the 4.90 GHz peak power response data in Fig. 6 and the $D = 2500$ cm$^2$/rad s power amplitude response in Fig. 7. From these results, one has $P_{in} = 250–300$ mW, $P_{out} = 2$ mW, $u_{in}^2 \times 10^4 = 80–90$ and $u_{out}^2 \times 10^4 = 40–50$. These values yield $C_{in}$ and $C_{out}$ values of about 3 and 0.05 mW, respectively.

Note that the results shown in Fig. 7 are without filtering. Filtering reduces $u_{out}$ and, hence, will serve to increase $C_{out}$. Table II summarizes the actual values obtained for $C_{in}$ and $C_{out}$ for all three of the frequency operating points used for the measurements. These values are based on the data shown in Fig. 6 and $u_{out}^2$ vs $u_{in}^2$ response curves similar to those shown in Fig. 7 but for the experimental values of $D$ and $\nu_g$ listed in Table I. Values are shown with and without filtering. Filtering has only a small effect on $C_{in}$. Filtering serves to increase $C_{out}$ by a factor of 2–3.

Based on the calibration parameters given above, it is now possible to make direct comparisons between the measurements and the modeling results. These comparisons will be made by converting the $u^2$ power amplitude parameters to powers according to Table II. Three specific comparisons are shown below. Figure 9 compares computed curves of the output peak power amplitude $u_{out}^2$ vs input peak power amplitude $u_{in}^2$ with the experimental results on output pulse peak power $P_{out}$ vs input pulse peak power $P_{in}$ for the 4.90 GHz operating point frequency, the operating point which is away from the band edge. Figure 11 compares pro-

![FIG. 9. Solid points show the data on output pulse peak power $P_{out}$ vs input pulse peak power $P_{in}$ from Fig. 6 for the same three operating point frequencies, as indicated. The solid and dashed curves show the results of the modeling with and without filtering, respectively. These curves are based on the NLS equation, the operating point parameters in Table I, the calibration parameters in Table II, and the same 4 mm propagation distance and 13 ns pulse width as used in the measurements.](image-url)
Fig. 6 pointed out the change in the shape of the power response does not. For 5.00 GHz, the filtered model response closely follows the data both below and above the peak in amplitude to power according to Table II. The parameters were the same as for the bottom graph in Fig. 9 and the 4.90 GHz operating point frequency. The computed curves were obtained with no filtering.

First consider the $P_{\text{out}}$ vs $P_{\text{in}}$ response. The discussion of Fig. 6 pointed out the change in the shape of the $P_{\text{out}}$ vs $P_{\text{in}}$ response as one moves closer to the band edge. There were two main effects. First, the onset of the nonlinear response moves to higher powers. Second, there was an amelioration in the nonlinear change and in the general concave upward shape of the onset response. As pointed out in connection with the results in Fig. 7, the shift to higher powers is due to the increase in the dispersion. The amelioration in the onset response is due to band edge filtering.

Both effects are clearly evident from the modeling results which have been added to the data in Fig. 9. The solid points in Fig. 9 repeat the three sets of $P_{\text{out}}$ vs $P_{\text{in}}$ data from Fig. 6 for 4.90, 4.96, and 5.00 GHz. The solid and dashed lines show the computed $u_{\text{out}}^2$ vs $u_{\text{in}}^2$ results obtained with and without filtering, respectively, after conversion from power amplitude to power according to Table II.

The match up between the NLS modeling results and the $P_{\text{out}}$ vs $P_{\text{in}}$ data is remarkable. At 4.90 GHz, the frequency farthest from the band edge, the filtered response shown by the solid curve and the unfiltered response shown by the dashed line are about the same and follow the data reasonably well. As one moves closer to the band edge, as for the 4.96 and 5.00 GHz results, the filtered model response follows the change in the data while the unfiltered model response does not. For 5.00 GHz, the filtered model response closely follows the data both below and above the peak in $P_{\text{out}}$. The problem with the dashed line response is clear. These curves, obtained with no filtering to account for the frequency response of the MSW signal, show only a small change in the onset as one moves from 4.90 to 4.96 GHz, and then to 5.00 GHz. All three dashed line curves show a distinct concave upward nature in the 0–200, 0–300, and 0–400 mW input power range, respectively. The expansion in input power is related to the increase in the dispersion parameter $D$ as one moves from 4.90 to 5.00 GHz.

The crucial change which results from the filtering process is evident from the solid curves. With filtering, the concave upward shape of the computed 4.90 GHz result is changed only slightly. Both the solid and the dashed curves provide a good match with the data. For 4.96 GHz, the concave upward character of the computed response curve for no filtering is now reduced. Here, it is clear that the best fit to the data occurs for the solid curve, obtained with the application of filtering. The situation is even clearer for 5.00 GHz. Here, the dashed line model result for no filtering falls well away from the data, while the solid line calculation with filtering matches the data quite well. These results demonstrate the critical effect of filtering, and the importance of the MSW frequency response in the analysis.

Now turn to a comparison of actual pulse profiles. Figures 10 and 11 show comparisons of experimental and computed output pulse profiles of power versus time for 4.90 and 5.00 GHz, respectively. Recall that the 4.90 GHz operating point frequency is relatively far from the band edge where filtering effects are not critical, as for the bottom graph in Fig. 9. The 5.00 GHz operating point is close to the band edge and filtering effects are important, as in the top graph of Fig. 9. The solid curves in both figures show a series of experimental profiles of output pulse power versus time obtained for a sequence of increasing $P_{\text{in}}$ values, as indicated. The dashed lines show computed profiles. In Fig. 10, the computed profiles were obtained without filtering. Because 4.90 GHz is far from the band edge, the same curves obtained with filtering are not substantially different. Figure 11 shows two series of profiles. The experimental solid line profiles are the same for both. The dashed curves in the bottom and the top series are with and without filtering, respectively. All the computed curves are based on the parameters listed in Tables I and II. No additional fitting was needed to obtain the results shown.

The good agreement between the model profiles and the data are evident from both figures. In Fig. 10, the central peak regions of the data are well matched by the calculated profiles. The NLS analysis does not give a perfect match for the experimental side lobes, but even here, the model profiles give some indication of these features. The most important aspect of the match is in the steepening and narrowing which occurs with an increase in power.

Figure 11 provides a further demonstration of the band edge effects for frequencies close to the MSBVW cutoff. The dashed line calculated profiles in the top series of graphs show that without filtering the theoretical curves are generally steeper than shown by the data. When filtering is included, however, the calculated curves broaden out just enough to mimic the data. Notice that the narrowing shown...
by the data in Fig. 10, a far-from-the-band-edge situation, is much more accentuated than for Fig. 11.

These results show that the accurate modeling of MME soliton data requires attention to two important points, (i) the use of accurate magnetic parameters and (ii) attention to filtering due to the MSW response. When these points are accommodated, one may obtain accurate fits of the NLS theory to the experiment.

It is important to note that the good fit of the theory to the data does not extend to the highest powers. Some of the high power experimental points in Fig. 9 match the theory and some do not. The right most theoretical profiles in Fig. 10 and the bottom part of Fig. 11 deviate somewhat from the data. Recent measurements in this high power regime by Brillouin light scattering\(^{23}\) (BLS) indicate that the nonlinear response is accompanied by the generation of high wave number spin waves and that there is a substantial amount of additional energy going into these spin waves from the elemental soliton mode. The microstrip antenna is unable to pick up the spin wave power, so that the profile detected by the antenna does not represent the total response. Similarly, the NLS equation based model does not explicitly include spin wave processes. Further progress in the theoretical analysis for the regime of very high powers will require (i) a combination of microwave and BLS measurements to fully define the magnetic excitation spectrum associated with the soliton, (ii) additional theory to model high power soliton properties which includes higher order nonlinear terms in the NLS equation, and (iii) modifications of the theory to include energy flow into spin waves.

V. SUMMARY AND CONCLUSIONS

A critical study of MME soliton profiles and the soliton peak power response has been accomplished. This study was based on computed soliton properties obtained from the standard nonlinear Schrödinger equation with all the key parameters based on experiment. The use of accurate dispersion and group velocity parameters were particularly critical. It was also necessary to take the transmitted power versus frequency response of the MSW excitations into account, especially when the operating point frequency is close to the band edge. The above study has provided new insight and new confidence for the application of the NLS equation to the modeling of experimental microwave magnetic envelope soliton properties. The discrepancies apparent from previous attempts at such modeling have been resolved.

Further work is needed to define valid modeling procedures at very high power levels. In this regime, well above the maximum in the peak power response, it may be necessary to include higher order terms in the NLS equation and introduce additional channels of energy flow into spin waves.
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